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Figure 1. Teaser – We present a framework that can learn accurate dense, per-point segmentation from scene-level annotations. (left) We
leverage an off-the-shelf, unsupervised method to discover primitives that govern the dataset. We group those primitives to propagate scene-
level information across points. We then use bipartite matching to associate available scene-level information to discovered primitives.
The method propagates the information conservatively to the most relevant clusters during training. (right) Our approach demonstrates
a substantial performance improvement, surpassing the previous weakly supervised methods with an impressive 8.7 boost in mIoU on
ScanNet [9]. Moreover, our approach achieves comparable results with certain fully supervised methods.

Abstract

We propose a weakly supervised semantic segmentation
method for point clouds that predicts “per-point” labels
from just “whole-scene” annotations while achieving the
performance of recent fully supervised approaches. Our
core idea is to propagate the scene-level labels to each point
in the point cloud by creating pseudo labels in a conserva-
tive way. Specifically, we over-segment point cloud features
via unsupervised clustering and associate scene-level labels
with clusters through bipartite matching, thus propagating
scene labels only to the most relevant clusters, leaving the
rest to be guided solely via unsupervised clustering. We em-
pirically demonstrate that over-segmentation and bipartite
assignment plays a crucial role. We evaluate our method on

*Equal contribution.
†Corresponding author.

ScanNet and S3DIS datasets, outperforming state of the art,
and demonstrate that we can achieve results comparable to
fully supervised methods.

1. Introduction

Semantic segmentation of point clouds is a core problem in
3D Computer Vision [12, 34, 45]. It is the foundation of
many applications, including scene understanding [34], se-
mantic reconstruction [31], and urban mapping [15]. Many
state-of-the-art methods [8, 30, 49] rely on dense, per-point
supervision which requires intense manual labor. For ex-
ample, annotating ScanNet [9] took 500 workers an aver-
age of 22.3 minutes per scene, and there are 1513 scenes in
the dataset (≈1 month of 24/7 annotation time). To reduce
this effort, one could resort to weakly-supervised learn-
ing [14, 25, 46, 47, 50, 54], which assumes access to much
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fewer annotations than the fully supervised counterparts.
Among weakly-supervised methods, in this work we fo-

cus on scene-level labels, where the training signal is the
existence of a given class within the scene. Clearly, scene
labels are significantly cheaper to obtain than dense ones,
as each category takes only ≈1 second to annotate [32].
This means the annotation cost of a single scene in Scan-
Net [9] is reduced 20×, from ≈20 minutes, to roughly ≈1
minute [57]. Further, scene-level labels do not rely on
specialized 3D annotation software or extensive annotator
training.

While recent state-of-the-art methods for scene-level su-
pervised point cloud segmentation differ in architecture [36,
50, 57, 58], to our best knowledge most of them rely on
Class Activation Mapping (CAM) [64]. CAM supervises
the segmentation using scene-level labels, bypassing the
need for dense labels. However, at training time, all points
within a scene share the same ground-truth scene-level la-
bel, leading to significant performance degradation as the
model’s task is to assign a single class to a point. We posit
that we can actually propagate scene-level labels to points
more conservatively.

To this end, we first over-segment the point cloud feature
space via K-means [27] into feature centroids [62], which
we call primitives. We then associate a subset of these prim-
itives with the scene labels through bipartite matching [20].
Note that with bipartite matching, we are being conserva-
tive, as only the most confident primitives receive training
signals from scene labels. Our method jointly trains com-
putation of primitives with CAM, which we show to be es-
sential for stable training and leads to more consistent and
reliable assignments. We achieve new state-of-the-art re-
sults on both ScanNet [9] and S3DIS [2], surpassing the
previous baselines respectively by 8.7 and 2.1 in mIoU. For
the first time, our method outperforms certain fully super-
vised methods on ScanNet (see Fig. 1), highlighting the real
potential of weakly supervised learning in point clouds.

In summary, in this paper:

• We introduce a new approach to propagate scene-level
labels to points via primitives discovered in an unsuper-
vised manner.

• We provide new insights into why methods relying on
class activation mapping (CAM) fail to distinguish be-
tween semantic classes.

• We show how to use bipartite matching to propagate
scene-level annotations to per-point labels, which signifi-
cantly reduces issues existing in recent CAM methods.

2. Related works
Weakly supervised point cloud segmentation. This task
aims to achieve point cloud semantic segmentation with a
significantly reduced labeling cost. Most commonly, a few

scenes in a dataset have full annotations, and most of the
other scenes have no labels [10, 16, 19, 63]. Exploiting
unannotated data’s full potential is key to obtaining high-
quality results [5, 16, 56]. Other works assume that only
0.1%-10% points need to be annotated [13, 21, 22, 26, 43,
54, 55, 60, 61]. Alternatively, one can annotate bound-
ing boxes [6], scribbles [47], pre-processed segments [46]
and clusters [25]. As there are direct connections between
points and semantic labels, they mainly focus on propagat-
ing reliable labels to unknown regions [14, 23, 24]. For
instance, Hu et al. [14] explores how labels propagate at dif-
ferent scales, enabling unlabeled points to utilize point-level
annotations. Nevertheless, these approaches still need accu-
rate and costly point-level labels, while weakly supervised
semantic segmentation with scene-level annotations only
requires listing the category names in a scene [50]. Scene-
level annotations provide more opportunities for low-cost
labeling, including leveraging cross-modal data (e.g. text,
speech, images), and our research thus focuses on this di-
rection.

CAM in point clouds. The critical challenge of scene-
level weakly supervised learning lies in the absence of a
direct connection between semantic tags and points. Class
Activation Mapping (CAM), aided by global average pool-
ing (GAP), is an essential tool to bridge per-point and
scene-level tags [64]. Wei et al. [50] introduce CAM into
weakly supervised point cloud segmentation. Ren et al.
[36] use a bottom-up point merging algorithm to merge
points within each scene into pseudo-instances, thereby im-
proving the association between semantic objects and scene
tags under CAM. Yang et al. [57] develop a CAM-based
weakly supervised semantic segmentation framework based
on Transformers [48]. They improve the mapping relation-
ship by considering the proportions of different objects in
a scene through a weighted GAP. Additionally, Yang et al.
[58] show that super-voxels used as tokens in Transform-
ers can further improve the semantic accuracy. However,
these CAM-based approaches are known for sharing the
same scene-level label between points, even though a point
should be assigned to a single class only. Our work ad-
dresses this core limitation.

Unsupervised learning. Unsupervised learning can learn
primitives (or parts) that contain semantic patterns with-
out any annotations [7, 17]. In point clouds, object-level
segmentation via unsupervised learning has been studied
extensively [40, 44]. Several methods [13, 52] also over-
segment point clouds into clusters based on the learned dis-
criminative features, however, those clusters are error-prone
as shown by Zhang et al. [62]. Zhang et al. [62] proposes
a practical unsupervised method based on K-means, and
achieves state-of-art unsupervised semantic segmentation
for point clouds. As the key to the superior performance,
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their method explores cross-scene prior by performing K-
means in the entire training dataset, i.e., a strategy which is
extensively used in the image domain [7, 18, 51, 65]. While
we leverage these advances to obtain primitives, we exper-
imentally show that combining these with scene-level su-
pervision is not trivial, and our method addresses this very
problem.

Bipartite matching. Bipartite matching pairs elements
from two distinct sets [20]. It finds the optimal subset
of edges between two disjoint sets of vertices in a bipar-
tite graph that minimizes the assignment cost. It has been
used with success in recent methods for object detection [3],
bounding box annotation [42], and unsupervised object dis-
covery [28]. The optimal assignment between two sets can
also be regarded as an optimal transport problem [4, 17, 39].
We use bipartite matching to align learned primitives with
scene-level tags. With such a design, we achieve a new
state-of-the-art in scene-level weakly supervised semantic
segmentation.

3. Method

In Figure 3, we provide an overview of our weakly-
supervised approach to point cloud segmentation. Our
method requires only scene-level labels at training time that
indicate whether objects of a given class exist within the
given scene. Formally, given a dataset P = {Pn} of N
point clouds, where Pn ∈ RMn×3, and the scene-level
multi-hot labels Y = {yn}, where yn ∈ {0, 1}C indi-
cates whether the n-th scene contains points belonging to
one (or more) of the C categories, we aim to predict dense
semantic segmentation C = {Cn}, where Cn ∈ RMn×C .
We make no assumptions about the cardinality of the point
cloud Mn, and in what follows, we drop the index n with-
out loss of generality. We draw inspiration from class acti-
vation map (CAM) methods [64], which we briefly review
next. Our method is trained to find the optimal set of pa-
rameters θ that minimize losses:

argmin
θ

ℓcam(θ)︸ ︷︷ ︸
Section 3.1

+ ℓus(θ)︸ ︷︷ ︸
Section 3.2.1

+ ℓmatch(θ)︸ ︷︷ ︸
Section 3.2.2

. (1)

Our core contributions are the latter two losses, bringing a
significant performance gain compared to simply ℓcam, as
we show in Sec. 4. With θ, we generally denote all the
trainable parameters of our method.

3.1. Background – Class Activation Maps (CAM)

Given H-dimensional point features f ∈ RM×H com-
puted from an off-the-shelf backbone network [11], class
activation maps [57, 58, 64] use a linear layer L with
trainable weights ω ∈ RH×C , to predict point-wise class
scores s ∈ [0, 1]M×C as s = L(f ;ω). To learn dense
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Figure 2. Failure of CAM [50] – Given a set of points (vertically)
and classifier’s scores (red and green ), CAM firstly averages
scores along the dimension of the points and then supervises the
average to match scene-level labels. Because of using a single la-
bel for all the points, they may be misclassified towards a majority
class, even though they correspond to different semantic classes.
In contrast, if dense labels are available, the classifier correctly
predicts the “red” class for the first point. Note that in our prob-
lem, we do not assume the availability of dense supervision.

point predictions ypoint ∈ {0, 1}M×C from per-scene class
labels y ∈ {0, 1}C , they optimize the loss

ℓcam = HC

(
1

M

M∑
m=1

sm︸ ︷︷ ︸
mean score

, y

)
, (2)

where HC is the sum of binary entropies over C classes:

HC(s,y) =

C∑
c=1

H(s̄c, yc), s̄c =
1

M

M∑
m=1

sm,c. (3)

which is different from the mean entropy objective em-
ployed by dense (fully-supervised) methods:

ℓdense =
1

M

M∑
m=1

H(s, ypoint
m ), ∀m∈M∥ypoint

m ∥=1 (4)

where ypoint
m is a one-hot label vector, and H is the simple

cross entropy function. In contrast to Eq. (2), this requires
point-wise labels ypoint, and uses averaging pooling after the
entropy function. Therefore, CAM bypasses the need for
the dense label ypoint by moving the global average pool-
ing (GAP) inside the entropy calculation. This simplifies its
supervision, as only y is needed at training time, instead of
the much richer ypoint label. However, it comes at the cost
of generating many false positives at inference time. We
demonstrate this effect on a toy example in Figure 2.
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Figure 3. Framework – We show the overview of our approach for weakly supervised point cloud segmentation. We leverage K-means
performed on features from a point cloud backbone. We then apply bipartite matching to assign semantic labels conservatively to the found
clusters, or primitives. Finally, we propagate the assigned labels to points as a pseudo-ground truth.

3.2. Dense supervision from scene-level labels

To solve the issue of generating false positives in CAM,
we propose a scene-level label “densification” module that
maps the scene-level labels y ∈ RC to the pseudo-point-
wise label ypoint ∈ RM×C . Such labels allow us to ap-
ply dense supervision as in Eq. (4) without having access to
dense annotations. We achieve this by first learning clus-
ters of features (Sec. 3.2.1), and then devising a way to map
learned cluster features to the semantic classes (Sec. 3.2.2).

3.2.1 Unsupervised feature clustering

At the training stage, we collect point features {fn} from
all N point clouds P and apply K-means clustering to ob-
tain f prim ∈ RK×H feature centroids or primitives1. While
a single primitive should describe a single object class, this
would require our backbone to have built a manifold com-
posed of convex subspaces, which can hardly be expected.
Therefore, we use K≫C to over-segment the feature space.

Primitive warm-up. Note that at the beginning of training
features are random, and therefore K-means clusters seman-
tically different features into the same group. To avoid this,
we refer [62] to concatenate handcrafted features [38] and
color to f and guide clustering via:

ℓus(θ) = H
(

softmax
(
f · (f prim)⊤

)
,Aprim

)
, (5)

where Aprim ∈ {0, 1}M×K is an assignment matrix induced
by K-means, where each row is a one-hot vector assigning

1Note that we only perform this every 10 epochs as executing K-means
clustering on the whole dataset is computationally intensive.

the m-th point to the k-th cluster, and softmax(·) normalizes
rows so that they sum to one. In short, this term ties points’
and primitives’ features so that their inner product repro-
duces the assignment matrix. Details about these hand-
crafted features can be found in the Supplementary.

3.2.2 Semantic assignment

The assignment matrix Aprim does not have a semantic
meaning, as the clusters merely collect similar features to-
gether. To associate them with scene labels, one can think
of various ways. We first discuss the naı̈ve linear assign-
ment and its pitfalls, then describe our bipartite matching
strategy.

Naı̈ve assignment. As a simple way to link between
clusters and scene labels could be to use a linear classi-
fier L(·;ω) to classify the primitives. However, as shown
in Fig. 5, the linear classifier tends to predict noisy seman-
tic assignment, as it is weakly supervised by ℓcam.

Bipartite assignment. Instead, we propose to assign se-
mantic labels by optimizing for a bipartite matching be-
tween primitives and semantic classes via the Hungarian
algorithm [20]:

π(k) = argmax
c∈[1,C]

(
K∑

k=1

Ek,c

)
, (6)

where π(·) ∈ {−1, 0, . . . , C−1} is now a permutation map-
ping k-th centroid to one of the C classes. E ∈ RK×C is a
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cost matrix with entries:

Ek,c=yc · (f̄ prim
k · ω(·,c)), f̄

prim
k =

∑
m Aprim

m,k ⊙ fm,k∑
m Aprim

m,k

, (7)

where the scene-level label yc serves as a prior to avoid
assigning a non-existing class to a cluster. We use a special
index −1 for π(·) for all unassigned primitives, which we
ignore during loss computation. With this assignment, we
then obtain per-primitive pseudo ground truth as:

yprim = {yprim
k }, yprim

k = L(f̄ prim
π(k);ω). (8)

Then, we supervise primitives to correspond to the assigned
pseudo labels:

ℓmatch = H(L(f̄ prim;ω), yprim). (9)

Note here that while we only supervise f̄ prim, this super-
vision naturally propagates to each point when calculating
f̄ prim from f as in Eq. (7).

4. Experiments

Following the baselines, we benchmark our method on
ScanNet [9] and S3DIS [2] datasets for large-scale point
cloud semantic segmentation. ScanNet [9] consists of 1,201
training scenes, 312 validation scenes, and 100 test scenes,
with 20 semantic classes. S3DIS [2] contains 272 rooms
from 6 indoor areas and has 13 semantic categories. We
compare our approach to the existing scene-level super-
vised methods including PCAM [50], MPRM [50], MIL-
Seg [36], WYPR [36], MIL-Trans [57], and the recent
state-of-the-art MIT [58]. We also provide the results
for fully supervised approaches ScanNet [9] and Point-
Net++ [35]. Following the experimental setting in the base-
lines [35, 50, 54, 57], we select Area 5 as the test scene
and use other areas for training. We extract scene-level la-
bels from the provided dense ground-truth labels. We use
mean Intersection over Union (mIoU) as the metric to eval-
uate the semantic segmentation results.

4.1. Implementation Details

We use SparseConv [11] as our point cloud backbone. The
implementation of CAM baseline is provided by Ren et al.
[36]. The number of epochs is 400. We set K=300 and per-
form K-means every 10 epochs. As performing K-means
on all the points is computationally prohibitive, we clus-
ter points to super-voxels, following the same algorithm
as in [62]. Our warm-up procedure lasts for 250 training
epochs. We train our model on NVIDIA 3090 with batch
size 6, and use the AdamW [29] optimizer with OneCy-
cleLR [41] policy and learning rate set to 0.01.

Methods
ScanNet [9] S3DIS [2]

Train Val Test Test

Fu
ll ScanNet [9] - - 30.6 -

PointNet++ [35] - - 33.9 -

Sc
en

e-
le

ve
l

PCAM [50]⋆ 22.1 - - -
MPRM [50]⋆ 24.4 - - 10.3
MIL-Seg [36] - 20.7 - -
WYPR [36] - 29.6 24.0 22.3
MIL-Trans[57] - 26.2 - 12.9
MIT [58]⋆ - 31.6 26.4 23.1
Ours - 33.7 30.9 23.6
Ours⋆ - 38.1 35.1 25.7

Table 1. Quantitative Results – We show the results on the Scan-
Net [9] and S3DIS [2] datasets. Our method achieves state-of-
art performance compared to other scene-level weakly supervised
methods (“Scene-level”). We further compare with the fully su-
pervised methods (“Full”). After the bootstrapping (denoted as ⋆),
our method matches the performance of fully supervised methods.

Bootstrapping. We follow the scene-level supervised
methods to further boost the performance via bootstrap-
ping [50, 58]. Specifically, we re-train the segmentation net-
work with semantic prediction results after the initial con-
vergence. As in Yang et al. [58], the network is a sparse
residual U-Net [52]. To mitigate the noise in the initial pre-
diction, we supervise the network with the subset of points
with semantic predictions of high quality. Different from
existing works that rely on complex filtering steps [50, 58],
we simply keep the points of semantic prediction consistent
with the scene-level label. We note that our method out-
performs all the baselines by a large margin even without
bootstrapping.

4.2. Quantitative Results – Tab. 1

We compare our method with scene-level supervised and
fully supervised baselines. Our approach significantly sur-
passes scene-level baselines—it displays an 8.7 boost in
mIoU on ScanNet and a 2.6 boost on S3DIS. Furthermore,
we are among the first to outperform two of the fully su-
pervised methods, ScanNet [9] and PointNet++ [35] on the
ScanNet [9] dataset. It shows that weakly supervised ap-
proaches have a great potential for precise segmentation.
We note that our method achieves significantly better re-
sults on ScanNet than S3DIS. We suspect that the size
of S3DIS is the main culprit—it is five times smaller than
ScanNet, degrading K-means performance. Therefore, even
if dense labels are not required, our unsupervised primitives
still need rich data. We also observe another issue. S3DIS
contains incoherent ground-truth scene-level labels, further
limiting our method; please refer to Section 4.5.
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CAM [50] Ours Ours⋆ Ground Truth

Figure 4. Qualitative results – Our method (Ours), predicts more accurate and more spatially consistent labels. In contrast, the CAM-
based baseline method often produces noisy classes, which is easily visible in the first row of results. Bootstrapping (Ours⋆) further
improves the performance.

4.3. Qualitative Results – Fig. 4

We compare our approach qualitatively in Fig. 4 with the
CAM baseline [50]. Our method performs significantly
better even without retraining. It can distinguish semanti-
cally similar objects close to each other spatially (the first
row in Fig. 4). Our predicted labels are also more spatially
smooth than the baseline (zoom-ins), because unsupervised
primitives can group close points into coherent segments.
Furthermore, the primitive matching removes many erro-
neous supervision signals, lowering the noise level in our
results (last row in Fig. 4).

4.4. Primitive Matching – Fig. 5

We further provide the analysis of our novel primitive
matching method. We start by defining a simple base-
line, “Naı̈ve matching” which aligns primitives and seman-
tic labels by L(·;ω). In Figure 5, we visually demonstrate

that our proposed bipartite matching is critical to correctly
associate scene-level tags to points by comparing matched
semantics with ground truth. The classifier L(·;ω) predicts
incorrect semantics for primitives, which naı̈ve matching
cannot rule out. To lessen the impact of wrong predictions,
we match only one primitive for each category and drop the
others (black points in Fig. 5). The primitives guided by
naı̈ve matching may also fail in separating different seman-
tic regions (e.g., table and chair in the second row), indi-
cating that our matching mechanism also helps in unsuper-
vised clustering. Furthermore, some semantic tags may not
correspond to any primitives in naı̈ve matching due to the
limitation of L(·;ω). For example, in the third row, naı̈ve
matching fails to find corresponding primitives for “win-
dow” and “otherfurniture”. In contrast, our method en-
sures that every scene-level label has a proper correspond-
ing primitive.
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Naı̈ve Matching Our Bipartite Matching Ground Truth

Primitives Matched Semantics Primitives Matched Semantics

Figure 5. Primitive Matching – We show that our proposed bipartite matching (Eq. (6)) aligns primitives better to semantic labels than
naı̈ve matching. We color primitives randomly and matched semantics according to the class label. Black colors denote unmatched
primitives or ignored points. We compare the quality to the ground truth provided in the dataset.

Method Initial Reduced

CAM 8.4 12.6 ± 0.6
Ours 23.6 30.5 ± 0.9

Table 2. Reduce Label Co-occurrence – In the table, “Initial”
refers to the original scene-level annotations, while “Reduced”
refers to randomly removing “floor” from one scene and “ceiling”
from another. We report the average mIoU of five random removal
tests.

4.5. Label Co-occurrence in S3DIS – Tab. 2

To address the discrepancy phenomenon between ScanNet
and S3DIS results in Tab. 1, we analyze the scene-level an-
notations on the S3DIS dataset. We find that the “floor”,
“ceiling” and “wall” categories appear in all 204 train-
ing scenes (refer to the Supplementary). It implies
that when calculating semantic-related losses from Eqs. (2)
and (9), mislabeling those categories interchangeably (e.g.,
floor to ceiling) does not affect the loss value. Therefore,
this semantic mapping is ill-posed, leading to an inferior
and unstable training of the model.

Logically, we can resolve the problem by removing at
least two of those categories. In this experiment, we explore
removing “floor” and “ceiling” which are mostly planar sur-
faces and can be easily discarded in most cases. How-

ever, “wall” is more challenging to remove as it may contain
other categories like “windows” or “boards”. Thus, we ran-
domly select two scenes from S3DIS and remove “floor”
in one of the scenes and “ceiling” in another. We present
our findings in Tab. 2, with CAM serving as a baseline. We
show that removing co-occurring labels in the dataset can
notably improve the performance of both methods. For our
approach, the difference reaches a 6.9 increase in mIoU.
This experiment underscores the importance of label di-
versity and highlights the advantages of our proposed ap-
proach. We leave further analysis of the label diversity in
scene-level weakly supervised learning as future work.

4.6. Ablation Studies

We perform ablation studies on ScanNet, which is more
stable than S3DIS under scene-level setting as analyzed
in Sec. 4.5. We show that training the primitives in tandem
with CAM is essential. Then, we examine the importance
of ℓus and ℓmatch. Next, we search for the optimal K value in
primitive learning. Finally, we analyze the primitive-based
inference regime.

Training Primitives – Tab. 3. Leveraging pre-trained
primitives in the CAM-based methods is a logical idea as
primitives can serve as regularizers and improve perfor-
mance directly. We implement this idea by applying the
affinity matrix Aprim to supervise the method trained on the
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Primitive usage strategy mIoU

Pretrained primitives [62] 25.4
CAM 19.2
CAM + pretrained primitives 23.7
Ours 33.7

Table 3. Training primitives – We highlight the importance of
joint training primitives with CAM. We compare our approach by
using pre-trained primitives [62], CAM alone, and a simple com-
bination of both.

Loss mIoU ∆

ℓcam 19.2 0.0
ℓcam+ ℓus 24.9 5.9
ℓcam+ ℓmatch 16.9 −2.3
ℓcam+ ℓus+ ℓ⋆match 20.5 1.3
ℓcam+ ℓus+ ℓmatch 33.7 14.5

Table 4. Our objective – We show how ℓcam, ℓus and ℓmatch

in Eq. (1) affect the final performance. ℓ⋆match refers to the naı̈ve
matching loss.

CAM loss Eq. (2) only. As shown in in Tab. 3, the super-
vision improves the CAM performance marginally. How-
ever, it is still lower than primitive clustering from [62].
This suggests that simply integrating trained primitives into
scene-level weakly supervised learning framework cannot
fully realize the potential of both primitives and CAM. Our
full design trains the primitives in tandem with CAM per-
forms best.

Loss components – Tab. 4. We investigate the effect ℓus
and ℓmatch have on our method. We show the results in Tab. 4
and use ℓcam as a baseline. Adding ℓus to the objective leads
to an mIoU increase by 5.9. We argue that ℓus helps to main-
tain primitive features and features of the corresponding
points close to each other, i.e., they do not diverge through-
out the training. When using ℓmatch alone, the performance
decreases by 2.3. However, using both ℓus and ℓmatch gives
the best results. We suggest that without ℓus, ℓmatch cannot
benefit from the bipartite matching as the centroid features
diverge from the point features over training time. This ef-
fect, however, does not apply when applying a naı̈ve match-
ing (denotes as ℓ⋆match).

Number of primitives – Tab. 5. The number of prim-
itives K affects the performance of the proposed frame-
work. At low values K=100, the number of primitives is
insufficient to fully capture the semantically different parts
of objects in the dataset, resulting in the lowest mIoU as
shown in Tab. 5. On the other hand, the mIoU saturates
quickly as K increases. We achieve the best performance
at K=300, which is also suggested in [62]. When K be-

K 100 200 300 400 500

mIoU 24.3 32.7 33.7 33.6 32.9

Table 5. Number of primitives – We compare the results between
different number of primitives K. We achieve the best perfor-
mance with K=300.

Label prediction mIoU ∆

With primitives only 32.5 0.0
With our classifier 33.7 1.2

Table 6. Semantic segmentation via primitives – We show that
our primitives can already effectively segment points alone (the
first row). We achieve our state-of-the-art results by using our
trained classifier.

comes larger, the performance decreases slightly at the cost
of increased training time. More primitives result in cluster-
ing smaller regions, which may be more vulnerable to noisy
labels [59].

Semantic segmentation via primitives – Tab. 6. We fur-
ther show the ability of our primitives to serve as a clas-
sifier. We simply classify the points into primitives using
the primitive feature f prim and then propagate the seman-
tic labels from primitives to points, thereby resulting in the
semantic segmentation of input points. Surprisingly, this
simple primitive-based method achieves semantic segmen-
tation performance on par with the trained classifier L in
our full model, highlighting the effectiveness of our primi-
tive learning.

5. Conclusions

We have presented a new method for weakly supervised
point cloud semantic segmentation which uses unsuper-
vised primitives to conservatively propagate scene-level an-
notations to points by bipartite matching. Our approach
achieves new state-of-the-art weakly-supervised point cloud
segmentation and performs competitively with fully super-
vised methods while being much more label efficient. Ad-
ditionally, we have demonstrated a significant issue in the
S3DIS dataset [2], which impacts extensively this research
field. We have shown how to solve it and how it impacts our
method’s performance. We hope our work will inspire fu-
ture weakly supervised point cloud segmentation research.

Our approach is an important milestone towards democ-
ratizing low-cost, high-quality point cloud segmentation.
We expect that in the near future, we will see the rise of
weakly supervised methods that, by means of large lan-
guage models [53], can achieve performance greater than
that of fully supervised approaches.
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Densify Your Labels: Unsupervised Clustering with Bipartite Matching
for Weakly Supervised Point Cloud Segmentation

Supplementary Material

We provide additional implementation details in Ap-
pendix A, more qualitative and quantitative results in Ap-
pendix B, a description of the label co-occurrence issue
in Appendix C, and analysis of CAM’s limitations in Ap-
pendix D. Please also refer to densify-your-labels.github.io
for the interactive visualizations of our results.

A. Additional implementation details
A.1. Supervoxel construction in K-means clustering

We construct supervoxels to accelerate K-means clustering
as presented in Zhang et al. [62]. Specifically, we combine
VCCS [33] and region growing [1] to construct supervoxels
for all the scenes. If a growing region covers a VCCS patch,
we merge the VCCS patch into the former. We implement
these methods based on Point Cloud Library [37] and use
the same parameter settings as in Zhang et al. [62]. Note
that the supervoxel construction is necessary only during
training.

A.2. Handcrafted features during warm-up

In Sec. 3.2.1, we mention regularizing the primitive cluster-
ing with handcrafted features at the beginning of the train-
ing. Specifically, we follow Zhang et al. [62] to compute the
average RGB and PFH [38] features for each supervoxel,
and then concatenate them with features from the backbone,
forming the input feature of K-means.

A.3. No matching loss at the beginning of training

We further drop the ℓmatch from Eq. (9) during the first 60
training epochs. Our matching objective relies on the qual-
ity of the trained classifier L whereas, at the beginning of
training, the prediction of L is noisy. We observe that this
causes the model to get stuck with the incorrect assignment
and harms the final performance.

A.4. Semantic assignment filtering

We observe that semantically similar primitives are poten-
tially assigned with two different labels, which harms per-
formance. To address this issue, we re-apply K-means to
cluster the initial 300 primitives into 120 groups after the
warm-up stage. When a new group has more than two prim-
itives with different assigned labels, we un-assign all the
primitives of that group by setting their labels to a special
index −1. Otherwise, we propagate a label to other prim-
itives inside the new cluster. We notice a slight mIoU im-
provement when using this procedure. Note that our method

outperforms baselines by a large margin even without it.

B. More results

B.1. Per-class results – Tab. 7 and Tab. 8

We present in Tab. 7 and Tab. 8 extended versions of our
quantitative results and show mIoU score for each semantic
class existing in the ScanNet [9] and S3DIS [2] datasets. In
ScanNet, our method excels in most of the categories, no-
tably in “desk”, “table”, “chair” and “floor”. However, it
easily confuses classes related to the “wall” such as “win-
dow” or “picture”. Similarily, it fails to segment classes
such as “beam”, “board” and “clutter”. We suspect that
points of those classes are rare in data, which potentially
degrades our unsupervised primitives and also other meth-
ods. Nevertheless, our method still performs best among
other baselines on average.

B.2. More qualitative results

We show additional segmentation results for the Scan-
Net scenes in Fig. 6. Please refer to densify-your-
labels.github.io for the interactive visualization of point
clouds from our experiments.

C. Label Co-occurrence in S3DIS – Tab. 9

To show label co-occurrence in S3DIS dataset, we statistic
the frequency of scene-wise semantic labels appearing on
the S3DIS training dataset in Tab. 9. The “ceiling”,“floor”
and “wall” appear simultaneously in all the scenes, spend-
ing the model’s capacity on learning to segment those la-
bels even though they do not bring any information to the
task. In Sec. 4.5, we mention randomly removing “ceiling”
and “floor” in different scenes, significantly improving the
performance. This experiment demonstrates the value of la-
bel diversity in point cloud weakly supervised learning. We
can avoid those problems while building training datasets or
during the label-collecting stage.

D. Analysis of CAM’s limitation

We ground the limitations existing in CAM-based meth-
ods [50] in a more formal framework. We present the vi-
sualization of that framework in Fig. 2.

The CAM-based loss, ℓcam in Eq. (2), has the one-to-
many mapping between points and semantic labels—the
model is trained to assign multiple labels to a single point.
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Table 7. Per-class semantic segmentation results on ScanNet – Our method outperforms the existing state-of-the-art methods [36, 50,
57, 58] by a significant margin. “sc” refers to the “shower curtain”. “⋆” indicates the bootstrapping strategy.

Method eval. wall floor cabinet bed chair sofa table door window shelf picture counter desk curtain fridge sc toilet sink bathtub other IoU

PCAM⋆ [50] train 54.9 48.3 14.1 34.7 32.9 45.3 26.1 0.6 3.3 46.5 0.6 6.0 7.4 26.9 0.0 6.1 22.3 8.2 52.0 6.1 22.1
MPRM⋆ [50] train 47.3 41.1 10.4 43.2 25.2 43.1 21.5 9.8 12.3 45.0 9.0 13.9 21.1 40.9 1.8 29.4 14.3 9.2 39.9 10.0 24.4

MIL-seg [36] val 36.4 36.1 13.5 37.9 25.1 31.4 9.6 18.3 19.8 33.1 7.9 20.3 21.7 32.5 6.4 14.0 7.9 14.7 19.4 8.5 20.7
WYPR [36] val 58.1 33.9 5.6 56.6 29.1 45.5 19.3 15.2 34.2 33.7 6.8 33.3 22.1 65.6 6.6 36.3 18.6 24.5 39.8 6.6 29.6
MIL-Trans [57] val - - - - - - - - - - - - - - - - - - - - 26.2
MIT⋆ [58] val - - - - - - - - - - - - - - - - - - - - 31.1
Ours val 53.5 84.6 11.6 55.5 48.1 56.3 35.2 10.8 17.3 62.3 0.9 4.7 33.0 43.1 6.3 24.7 50.6 13.4 46.8 14.7 33.7
Ours⋆ val 58.7 87.3 13.3 60.2 52.3 61.9 36.2 12.3 22.4 72.1 1.5 5.7 36.4 53.3 7.3 38.6 61.0 12.1 53.5 16.2 38.1

Table 8. Per-class semantic segmentation results on S3DIS – Our method performs best in terms of the average mIoU. “⋆” indicates the
bootstrapping strategy. Please note that the existing state-of-the-art methods [36, 50, 57, 58] do not report per-class evaluations.

Method ceiling floor wall beam column window door table chair sofa bookcase board clutter mIoU

MPRM⋆ [50] - - - - - - - - - - - - - 10.3
WYPR [36] - - - - - - - - - - - - - 22.3
MIL-Trans [57] - - - - - - - - - - - - - 12.9
MIT⋆ [58] - - - - - - - - - - - - - 23.1
Ours 75.5 82.0 47.1 0.0 2.3 2.9 8.0 21.0 21.0 4.0 42.3 0.0 1.0 23.6
Ours⋆ 79.1 86.6 51.8 0.0 0.3 0.5 7.6 30.6 26.4 5.6 45.5 0.0 0.7 25.7

Table 9. Label co-occurrence matrix – We show that “ceil-
ing”,“floor” and “wall” appear in all scenes in the S3DIS [2] train-
ing set. Using those labels hinders the performance of our method.

ceiling floor wall beam column window door table chair sofa bookcase board clutter

ceiling 204 204 204 104 86 80 190 138 141 22 126 77 202
floor 204 204 204 104 86 80 190 138 141 22 126 77 202
wall 204 204 204 104 86 80 190 138 141 22 126 77 202
beam 104 104 104 104 60 65 97 91 87 11 81 59 104
column 86 86 86 60 86 63 83 74 77 13 75 49 85
window 80 80 80 65 63 80 79 78 79 13 76 56 80
door 190 190 190 97 83 79 190 133 136 20 124 76 189
table 138 138 138 91 74 78 133 138 129 21 113 73 138
chair 141 141 141 87 77 79 136 129 141 21 112 74 140
sofa 22 22 22 11 13 13 20 21 21 22 15 9 22
bookcase 126 126 126 81 75 76 124 113 112 15 126 67 126
board 77 77 77 59 49 56 76 73 74 9 67 77 77
clutter 202 202 202 104 85 80 189 138 140 22 126 77 202

As a result, it incorrectly maximizes the class score of
points to the non-belonging classes.

We present the gradient issue of CAM by calculating the
gradient sign of point-wise class scores to different classes
where the positive gradient encourages points to be catego-
rized as the class and vice-versa. Specifically, we calculate
the point sign of point scores derived from dense supervi-
sion Eq. 4 as

sign

(
∂sm,c

∂ypoint
m,c

)
=

{
+, if ypoint

m,c = 1

−, otherwise
(10)

where ypoint
m,c is the m-th point’s label at C-th class. Due

to the one-hot label ypoint, only one class contributes the
positive gradient, contracting m-th point closer to one of
the classes.

Similarly, we also calculate the gradient sign of scene-
level supervision using CAM derived from Eq. 2 and Eq. 3

as

sign
(
∂sm,c

∂yc

)
=

{
+, if yc = 1,

−, otherwise
(11)

where yc is the multi-hot global label shared between M
points. Thus, in contrast to the dense case in Eq. 10,
CAM encourages a single point to be classified into mul-
tiple classes—despite a single point belonging to a single
class—which results in false positive predictions.
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CAM [50] Ours Ours⋆ Ground Truth

Figure 6. Additional qualitative results – We show additional qualitative results of our and CAM [50] methods. We denote Ours⋆ as
training with bootstrapping.
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